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This paper describes a new time efficient technique for the analysis of time-varying images taken by
a stationary camera. The proposed alogrithm consists of three stages, motion detection, object location,
and trajectory tracing. These stages locate a local window containing the moving object in respective
frames in both fast and slow motion cases. The described method has been tested on the real world com-
plex images of moving objects. Experiments produced satisfactory results.
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INTRODUCTION

Automatic analysis of time-varying images involves
detection and description of the moving objects in a se-
quence of images recorded by visual sensors. A great deal
of research has been devoted to different aspects of time-
varying image analysis [1-3, 5]. This paper considers one

.of the fundamental problems ill motion vision, which is the
detection of moving object ar d description of its motion.
This problem has attracted considerable research efforts
and several studies have beei made. For example, Mo-
sahako et al. [4] have described a system which detects and
tracks moving objects from the videotape records of bio-
logical processes. Tsotsos and Mylopoulos [6] have devel-
oped a framework for motion extraction from a sequence of
images using the semantic networks. Ayala et al. [7] have
described a moving target tracking alogrithm at a symbolic
level that performs image registration and motion analysis
between pairs of frames using segmentation techniques.

The common procedures used in these studies is that
two consecutive frames are compared and a difference im-
age is created. The approach presented in this paper also
uses the difference image only for detection of motion re-
gardless of object contours. The proposed method takes
maximum advantage of the information extracted from the
difference image for further processing by using subimages
and local windows without any loss or distortion of useful
information about the object and its motion.

This new method can be used more efficiently as com-
pared to other approaches for motion detection and trajec-
tory tracing in 2-D images. There are two basic assump-
tions used in this research. First, the moving object is as-
sumed to have a gray-level distribution different than that
of the background. This is necessary to distinguish the ob-
ject pixels from the background points. Second, it is as-
sumed that there is no rotatory motion around the symme-
try axis of the object. However the translational or angular
motion can be in any direction on a 2-D plane in accor-
dance with this condition.

Motion detection and description using local windows.
In this section we present a detailed description of the pro-
posed three stage approach.

Motion detection stage. This is the initial stage in
which two consecutive frames (11and 12) are compared to
form a difference image D(i, j) = I I2(i, j) - 11(1,j)l, where l.l
is the absolute value operator. A row and column search is
then made in D(i, j) to find any non-zero elements whose
values are equal to or greater than the given threshold, T.
The threshold value is determined from the histogram of
the difference image. The difference image gives the infor-
maiton about any changes between the two images. If there
is no any non-zero element detected in the difference im-
age, it is -then assumed that no motion existed within that
time interval when these two images have been taken.

- In the case that non-zero elements are found in D(i, j),
the rows and the columns are marked as (i., i2) and 01, j2)
such that they represent the locations of the first and the
last detected non-zero elements. Using these marked rows
and columns, we define a subimage A(i, j) in D(i, j) as
A(ij) = D(i, j) if D(i, j) ~ T and A(i, j) = 0 if D(i, j) < T.

Object location stage. In this intermediate stage, A(i, j)
is further processed to determine two local windows WI
and W 2 for locating the. moving object in two consecutive
frames. Due to the fundamental difference between the fast
and the slow motion, A(i, j) can possess two different
forms. In the case of fast motion, non-zero elements A(i, j)
describe the location of the moving object in 11 and 12'
while all the other zero elements represent the background
points. In the case of slow motion, however, all the zero
elements of A(i, j) can either be due to the background
points or to the overlapped portions of the moving object.
In the latter case, zero points due to overlapping yield false
results in the matching process. Moreover, when we place
A(i, j) on II and 12to find the actual locations of the object,
it is not known which group of non-zero elements in A(tj)
belongs to WI and which group to W2 Fig. 1 . To over-
come these difficulties, we obtain the gray-leveljfl., G2)
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range of the background points from the original images.
Let I'(i, j) be the gray-level value of the point (i, j) in the
A(i. j) of the respective frames. Then pixels of A(i. j) are
classified as follows; If l' (i, j) is in the range of (Gl' G2).
then the corresponding image point (i, j) is considered as a
background point and replaced by the code-I, otherwise it
is classified as object point. Then WI and W2 are defined in
the corresponding subimages of the respective frames con-
taining all the unreplaced elements which belong to the ob-
ject.
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Fig. 1. Formation of subirnage in previous and next images andre-
placing background pixels by -I for object location.

Let (iIx' i2x) and (iIx' j2x) be the first and the last rows
and columns of the unreplaced elements in the correspond-
ing subimages of 11and 12,and x be the index number of the
given frame. Then local windows are of the form WI (i, j) =
{(ill' i21). Gll• j21)} and W2 (i. j) = {(iI2•i22).G12•j22)}' These
local windows give the locations' of the moving object in
the respective frames without any boundary analysis. How-
ever. if needed. the boundary information can easily be ob-
tained from these windows.

Motion tracing stage. The local windows extracted in
the previous stage are used for tracing the trajectory of the
moving object. For this. the centers of the windows are

computed as <i> = [i2 - iI]!2 and <j> = U2 - jI]/2. These
center points are plotedand pairwise joined using sraight
lines to obtain the path of motion (Fig. 2).
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Fig. 2. Trajectory tracing with local windows for slow motion and
fast motion cases.

RESULTS

The approach discussed above has been applied to sev-
eral complex outdoor images acquired via VICOM imaging
system.Images taken by the camera are digitized into
512x512 grid size with 0 to 256 gray-levels and stored into
the host computer (VAX-ll/750) for further processing
(Fig. 3) presents the processing results of an image se-
quence showing a car moving out of its parked position.
Motion of this car is correctly traced by the method. Images

with multiple objects have also been studied. An attempt
has been made to test the method for the cases where the
camera is not stationary. and the background and/or the
foreground is also changing. For such cases the proposed
?logrithm should be modified by defining a pseudo refer-
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Fig. 3. Sequence of images with a moving car and local windows containing object in each image.

ence point in the image. New techniques are needed to fil-
ter the effects of camera motion.

CONCLUSION
In this paper, we have presented a new time efficient

technique to process a sequence of time-varying images to
find the trajectory of a moving object. This method elmi-
nates the lengthy and difficult process of boundary analy-
sis. Rather, it describes the motion in a compact form using
the local windows. Another advantage of the discussed ap-
proach is that the data is reduced after every iteration with-
out any loss or distortion of information about the object or
its motion. While dealing with fast and slow motion, this
method has overcome the difficulties due to the difference
between their nature. A time domain filtering technique is
needed to remove any noise present in the images.
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